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EPO Search Report ground truth data

 “X” document negates the novelty of the claimed invention

 “A” document is a relevant prior art that does not negate the novelty

Each citation references the relevant passages

Method X/A X/Random

PatentMatch 2021 54%

SearchFormer 2023 53.85% 98.04%

IP Rally 2021 58%

 Semantic search for documents that contain all features of a patent claim
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 Contrastive learning with triplet loss, cos( )

◦ Claim, cited X, cited A

◦ Claim, cited A, random X

 Training chunks contain multiple paragraphs

 Inference:

◦max(chunk-claim)

◦ Aggregate paragraph-element

Figure © Elena Pirogova CC BY

Method X/A X/Random

Max Chunk-Claim CCX 63.05% 99.61%

Weighted Paragraph-Element CCX 60.46%
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 Eloquent, overconfident

 Chooses first item 66% of the time

 Not “rational”

 Language ≠ thinking

Image generated using DALL-E 3

Method X/A X/Random

GPT 4o internal data only 52.75%

GPT 4o upload full text 59.17%
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 Real-time semantic IP search across millions of documents is practical

 LLMs don’t think

 Eager to collaborate!


